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Today, machine learning methods are widely employed in drug discovery. However, the chronic 

lack of data continues to hamper their further development, validation, and application. Several 

modern strategies aim to mitigate the challenges associated with data scarcity by learning from data 

on related tasks.1,2 These knowledge-sharing approaches encompass transfer learning, multi-task 

learning, and meta-learning. A key question remaining to be answered for these approaches is about 

the extent to which their performance can benefit from the relatedness of available source (training) 

tasks, in other words, how difficult (“hard”) a test task is to a model, given the available source tasks.  

We present a new method for quantifying and predicting the hardness of a bioactivity prediction 

task based on its relation to the available training tasks.3 The approach involves the generation of 

protein and chemical representations and the calculation of distances between the bioactivity 

prediction task and the available training tasks. In the example of meta-learning on the FS-Mol data 

set,4 we demonstrate that the proposed task hardness metric is inversely correlated with 

performance (Pearson’s correlation coefficient r=-0.72). In practice, the new metric can be used to 

(i) predict the advantage of knowledge-sharing vs. single-task approaches for specific prediction 

tasks and (ii) select relevant source tasks for optimum performance gain of knowledge-sharing 

methods. 
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